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We present numerical simulations and analysis of optical vortex propagation in a 3D self-defocussing medium. On plane wave 

background initial conditions composed of points and lines of phase discontinuity are shown, in some cases, to evolve towards a 

regular crystal of fully nonlinear vortices. In other cases the solution more resembles a vortex gas. For gaussian beams, we have 

derived a simple set of ordinary differential equations which are shown to accurately describe the motion of a single vortex while 

the background beam undergoes significant spreading. 

1. Introduction 

The study of transverse effects in nonlinear optics 
has been mostly confined to one transverse dimen- 
sion [ 11. Here we study the three-dimensional non- 
linear Schrijdinger equation (3D NLS) which models 
diffraction occurring in both transverse dimensions 
and a medium nonlinearity that is due to the Kerr 
effect [ 21. It is essential to consider such simple 
forms of nonlinearity to understand phenomena 
which may occur when higher order effects are later 
taken into account. 

In propagation through self-focussing media fila- 
mentation instabilites are well known. Much current 
research [ 3-51 examines the case where the nonlin- 
earity is self-defocussing and seeks any 3D manifes- 
tation of the 2D dark soliton [ 6 ] solution. We have 
shown that dark “soliton stripe” solutions of the 3D 
NLS may break up into rows of optical vortices when 
subject to perturbations of either sinusoidal or ran- 
dom nature [ 7 1. At the “core” of each of these vor- 
tices the lines of zero real and imaginary parts of the 
field meet to form a zero in the intensity - where the 
phase is undefined. Circumnavigating one of these 
zeroes, in a counterclockwise direction, a + or - 2rc 
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phase shift is picked up denoting a “topological 
charge” of + 1 or - 1. 

Since the dark solutions are unstable one seeks fully 
nonlinear structures in the plane which are robust. 
The existence of vortex solutions (defects) to 3D 
NLS-type equations has been known for some time 
[ 8 1. Only recently have such phenomena been con- 
sidered in nonlinear optics where, most notably, the 
optical vortex solutions of systems based on the laser 
Maxwell-Bloch equations have been studied [ 9, lo]. 
The dynamics of a reduced system (in which the 
electric field is projected onto a finite basis of trans- 
verse cavity modes) has revealed stationary “crys- 
tals” of phase singularities and, in the same work, 
experimental confirmation has been attained [ 111. 
These particular works were under uniform-field as- 
sumptions implying, essentially, no propagation ef- 
fects. We address here the more fundamental con- 
figuration involving merely diffraction through a self- 
defocussing Kerr medium. 

2. Vortices on gaussian beams 

The 3D NLS may be conveniently scaled in the 
following manner to describe evolution of the elec- 
tric field, F, during propagation in the z direction: 
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(Y defines the scale of the tran:;verse plane (x-y) and, 
for definiteness, we choose q= 1 for a self-focussing 
medium and q= - 1 in the ss:lf-defocussing case. 

Having already proposed 1 method for the crea- 
tion of vortices [ 7 J, we now wish to examine the 
characteristics of their propagation when seeded on 
gaussian beams. 

The first and most simple initial value consider- 
ation is that of a vortex centred on a beam at the en- 
try face of the medium. For this we consider 

F(r, 0, z=O) =F,, exp( -r’)r,exp(im0) , (2) 

where (r, f3) are polar coordinates in the transverse 
plane. The first factors simply define a gaussian pro- 
file while the latter two force a singularity in the field 
at beam centre which has a topological charge m. 

It is instructive to ascertain precisely which fea- 
tures of the subsequent propagation can be attrib- 
uted to nonlinear effects. For comparison we first 
show the resulting pattern after a length of purely lin- 
ear (diffractive) propagation. In fig. 1 we show the 
transverse intensity profile of’ the beam at z= 50. One 
can see that the defect seed merely forms a wide ring 
in the far field, indeed the pattern simply approaches 
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Fig. 1. Intensity profile in the transverse plane (x-y) after linear 
propagation over a distance z= 50 A single phase singularity was 

seeded at the beam centre which leads to the development of a 

wide bright ring. (FO= 1, cu=O.O02, M= 1.) 

the two-dimensional Fourier transform of the input 
beam profile. 

Figure 2 displays the output after exactly the same 
initial condition was propagated over the same dis- 
tance but through a self-defocussing medium. One 
can see that a well-defined sharp dip in the field per- 
sists at beam centre - even while the background 
beam spreads. This dip has been confirmed to be an 
absolute zero in the field. In fig. 3a the real part of 
the complex field is shown revealing that the initially 
rectilinear defect has “spun” tightly into a spiral, 
strongly reminiscent of the analogous superfluid 
phenomenon [ 12 1. In fig. 3b we show the the same 
simulation except that here a topological charge of 
“ + 3” was seeded. In our range of simulations in 
which single phase singularities were seeded on 
smooth gaussian beams we have not observed any 
appreciable break-up of the multiply charged defects 
into structures of unit charge. There may well be 
break-up after much longer propagation distances. 

To seed a singularity initially off beam centre (off- 
axis), say at r= (r,,, &), we let r+r-r. for the sin- 
gularity characteristics in the type of initial condi- 
tion defined by eq. (2). For m= 1 we can write this 
as the following simple linear superposition, 

F(r,8,z=0)=Foexp(-r2) 

X [rexp(iB)--r0 exp(&)] . (3) 

Full simulations show the same essential features 

-6 -5 _‘I -3 -2 -1 1 2 3 4 5 

Fig. 2. Output intensity after propagation through a self-defo- 

cussing medium - other parameters as in fig. 1. 
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Fig. 3. Spiral developments in the phase after a rectilinear sin- 

gularity was seeded at z=O. (a) m= 1, (b) m= 3 -other param- 

eters as in fig. 1. 

present in the on-axis cases. This is quite an im- 
pressive robustness of the vortex when compared 
with the propagation of an off-axis dark “soliton 
stripe” [ 71. We return to off-axis propagation in 
more detail in the last section of this paper. 

3. Evolution on plane wave background 

To accurately extend the duration of the earlier 
gaussian beam simulations one would, most preferr- 
ably, use a self-adjusting spatial grid which could 
capture both the local vortex structure and the widely 

diffracted and defocussed background beam. As an 
exploration into some of the features of vortex dy- 
namics over much longer propagation distances we 
now reduce the problem to consideration of evolu- 
tion on a plane wave background. In this case, nu- 
merical simulation is simplified by adopting spa- 
tially periodic boundary conditions whereby the 
computational grid becomes the unit cell of a spa- 
tially periodic lattice. This problem may relate to 
wide beams containing many vortices and should give 
insight into the robustness, interactions and stabilis- 
ation of any vortex ensembles which may form. 

To define a phase singularity in the plane, we 
choose an initial field profile for which any straight 
line passing through the defect core may locally re- 
produce the shape of a dark soliton. We thus consider 

F(r,,8,,z=0)=Fotanh(r,/r,)exp(ime,). (4) 

r, is a width parameter and (r,, f!ll ) are the polar co- 
ordinates relative to the position of the defect core. 
Since we do not consider infinitely distant spatial 

boundaries, lines of phase discontinuity will be pres- 
ent along with the defined point defects. 

We would limit ourselves if only one point of sin- 
gularity were to be defined. We thus consider sepa- 
rate regions of the transverse plane where singular- 
ities are locally defined. Here we shall report only on 
the case of four initial singular points, each having 

been defined separately in one of the four quadrants 
of the transverse plane. The intensity profile arising 
from such an initial condition is shown in fig. 4. Here 

no information is present to indicate what topolog- 
ical charges are involved. To display information 
about the phase one can plot points in the transverse 
plane where either the real or imaginary part of the 
field passes through zero. This collection of points 
are a sample of continuous lines (the “phase lines”) 
and the monitoring of these lines provides insight into 
the topology of the phase dynamics. 

In fig. 5 the phase lines are shown after a 
“+ + + +” pattern has been allowed to propagate a 
short distance. Prior to break-up into vortices, the 
initial effect of nonlinear propagation on the line dis- 
continuities is to modulate the plane background in- 
tensity profile forming dark lines. Each quadrant in 
the transverse plane has essentially the same pattern. 
In each, the initial vortex is relatively well developed 
and dominates. The creation of new vortices is has- 
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Fig. 4. Initial transverse intensity profile of four singularities on Fig. 6. Intensity profile of a vortex crystal pattern in the trans- 
a plane wave background. verse plane (z= 1000, x and y both extend from - 6 to + 6). 

X 

Fig. 5. Break-up of the lines of phase discontinuity (x= - 6,0,6; 

y= - 6,0, 6) leading to the creation of additional vortices. Points 

where either the real or imaginary part of the field is zero are 

marked with symbols. ( F0 = 1, a = 0.03, r, = 0.3, z= 3. ) 

tened by the attempts of each initial vortex to de- 
velop a spiral phase pattern. At this stage in the evo- 
lution the pattern in each quadrant is highly 
reminiscent of the simulations of ref. [ 91. However, 
here propagation evolves the system to allow each 
vortex to be on an equal footing. In fig. 6 the inten- 
sity profile at z= 1000 is shown which is a square lat- 
tice pattern of 16 optical vortices. This pattern has 
already stably persisted in the system over a distance 
of more than AZ= 800. We stress that. unlike the sta- 

tionary crystal of phase singularities in ref. [ 111, we 
report here the stabilisation to crystal structure of 
(fully nonlinear) vortices without restriction to the 
modelling of a finite number of transverse modes. 

From consideration of only the isolated plane wave 
background solution, the phase lines themselves can- 
not here adopt a stationary pattern. In fig. 7 we show 

snapshots of the phase lines at z= 800, 900 and 1000 
illustrating the regular patterns that they cycle 
through. Considering the incremental effect of only 
the nonlinearity of the 3D NLS on an initially rec- 
tilinear singularity at z=z’: F( 7, 8, z’ ) =tanh( r) 
exp (i8), we can write 

F( r, 8, z’ + 6z) 

=exp[iq Itanh(r) 126z)] F(r, 0, z’) (5) 

The vortex core (r=O) experiences no nonlinear 
phase shift and in this sense is actually linear. How- 
ever the sharp intensity gradient in the neighbour- 
hood of the core implies a rapid change of phase, 
which results in a rotation of the phase lines in full 
propagation. This configuration of phase lines does 
not persist indefinitely as the lines are continuous 
across the plane. Instead both the real and imaginary 
phase lines meet up with others of the same kind, 
break their original pattern and form new transient 
loops. With the above considerations, this new pat- 
tern will also be short lived as the vortices persist in 

472 

Graham
FIGURE EIGHT Fig. 8

Graham

Graham
FIGURE EIGHT 

Fig. 8



Volume 94, number 5 OPTICS COMMUNICATIONS 1 December 1992 

” ,: ::: ,: 

..:. 
.: 

‘:: 

: 

:.. :. . .:. :.. :. 
: . . ::. . : .. : .,. . . . : ::. i : : . . . ; 

: .: : .: 

: .!. . . . . 
., ..:.: . . 

:... . 
. . ..‘. . . . . 

: 
:: . . . ...’ 

:. ‘.. . . . . . 
‘. :.. 

. . 

j :,I ..:;. :,j 1;. 

X 

. . . . . . . . . . 

Fig. 7. Snapshots of the underlying phase evolution and phase 

line interchanging while the intensity maintains a regular vortex 

array. z=(a) 800, (b) 900, (c) 1000. 

rotation. After the lines once again touch their neigh- 
bours of the same type, they again break and ex- 
change the lines of continuity and the transition be- 
tween, for example the configurations shown in figs. 
7a and 7b, is complete. Note that this can occur while 
maintaining the overall topological charge (no cre- 
ation or annihilation of vortices) and also sustaining 
the vortex crystal. The phase lines appear to pass 
through this cycle endlessly but the exact overall po- 
sition of the vortex crystal may shift slightly. 

Defects have been seen to mediate the transition 
from an ordered to disordered system [ 13 ] but here 
we can see that, as with the linear defects of Bram- 
billa et al. [ Ill, they can in fact stabilise into regular 
crystal lattices. Indeed, in our case, the transition 
from disordered to ordered would seem more appro- 
priate. 

Starting from a different initial condition the sys- 
tem may instead remain, over very long propagation 
distances, in a seemingly turbulent state. Figure 8 
corresponds to exactly the same set of parameters as 
those of figs. 4-7. Here the initial condition again 
arose from the definition of four square zones in the 
plane each with a central point singularity. However, 
in this case the overall topological configuration was 
“ + - + -” where zones defining unlike charges 
shared common boundaries. Although this unsettled 
pattern resembles a vortex gas there is a preserved 

Fig. 8. Vortex gas-like structure at z= 1000. Parameters are those 

of figs. 4-7 except that a different initial condition is defined. 
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symmetry (reflection about y = 0) and the pattern is 
constrained as it evolves. In this (2+ 1 )D system 
vortices interact through their phase lines touching 
and certainly dominate the evolution but move in a 
direction parallel to the x axis. 

4. Equations of vortex motion 

A central consideration in real systems is the un- 
derstanding of any motion of an initially off-axis 
vortex due to a modulated (gaussian) background 
and beam expansion. A change in the radial position 
of the vortex may be intuitively expected as the beam 
widens. However, in fig. 9, we explicitly demonstrate 
also rotation of an off-axis vortex around beam 
centre. We have discovered that in the early stages 
of linear propagation the (initially singular) “hole” 

also rotates and to a greater extent than during prop- 
agation through our defocussing medium (a fixed, 
q = 0, - 1). The amount of rotation in the defocuss- 
ing case was seen to depend on the initial position of 
the defect on the beam, but such a dependency was 
not observed in linear propagation. 

To capture the vortex dynamics quantitatively, we 
can use our prior knowledge gained from full sim- 
ulations to guess a trial solution for a variational ap- 
proach. Specifically, we have chosen a trial solution 
of the form 

x [x--x0 +iW-.h) I , (6) 

where both F0 and y are allowed to be complex func- 
tions of z. We separate y into its real and imaginary 
parts (1: and y,) whereby the real part implies the 
gaussian beam waist. The 3D NLS may be written in 
the form of an Euler-Lagrange equation, dL/dF*=O 
with lagrangian 

$F*-Fz -qlF14 >I , 

(7) 

where F * denotes the complex conjugate of the field. 
Upon substitution of (6 ) into ( 7 ) and integrating 

out the transverse dependence we find a form for the 
lagrangian in terms of only z and the parameters of 
solution (6 ). Calculation of the Euler-Lagrange 
equations yield, after simplification, the following 

6.” i 

2.3 

-2.0 

Fig. 9. Off-axis vortex rotating around beam centre. z= (a) 0.1, 

(b) 0.6. (FO= 1, o(= I, m= 1, r,(z=O)=O.4.) 

simple set of evolution equations for the parameters. 
Firstly, as in linear beam progagation with or with- 
out a defect, one has equations governing the width 
and height of the beam: 

dYr/dz=4aYrYi > (8) 

dIFol/dz=4alFoIy,, (9) 

where vortex position has been expressed in polar 
form (r,, 9). The beam phase and rotation of the 
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vortex have both linear and nonlinear contributions: 

(11) 

Finally, a remarkably simple constraint governing 
beam width and intensity and the vortex position is 

found: 

IF0 I 2r$y, =const. (12) 

The qualitative observations made earlier are pre- 

dicted by the above system equations. From (8) and 
(9) it is obvious that 1 F. I 2 decays faster than yr and 
thus the constraint ( 12 ) implies that r. will increase 
as the beam spreads. In linear propagation, while the 
trial solution remains a reasonable approximation, 
the rotation of the dark spot loses its complicated de- 
pendence on position. Also, the rotation of the vor- 
tex can be slowed by the defocussing nonlinearity. 

For a quantitative comparison, we have solved the 
system (8)-( 12) numerically using a simple fourth 
order Runge-Kutta algorithm. A wide range of ini- 
tial conditions have been tested and compared with 
full 3D simulations. Excellent agreement has been 
found and, in fig. 9, we highlight vortex evolution on 
a relatively narrow beam ((Y = 1). This leads to large 
diffractive spreading and fully tests the predicted in- 
terplay between vortex and gaussian beam parame- 
ters. In fig. 10a the evolution of the vortex position 
in terms of the distance from the beam centre, r,, is 
shown. Here both analysis and full simulation show 
good agreement over a propagation distance such that 
r. doubles. In fig. lob predictions of the angular po- 
sition of the vortex, @, are also ratified. Both r. and 
@ for the simulations are derived from estimations of 
the (x, y) position of the vortex. Data discretisation 
leads to finite uncertainties in the polar coordinates 
which are greatest for angles in the case of small ro. 
We stress that agreement may continue to higher z 
but that we are constrained, as outlined earlier, by 
beam expansion and the numerical scheme adopted. 

lb) 

Fig. 10. Comparison of theory and full simulation. Solid curves 

give the evolution of the beam size parameter, yr. Values from 

analysis are shown with broken curves while measured values 

(and their uncertainties) are plotted with large dots (and error 

bars). (a) Vortex distance from the beam centre; (b) angular 

coordinate of the vortex. ( F0 = 1, a = 1, m = 1. ) 

5. Conclusions 

On plane wave background we have discovered 
both vortex gas-like solutions and stabilisation into 
regular crystals of fully nonlinear vortices. We have 
also demonstrated and explained the topology of the 
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phase line interactions which allow the formation of 
these crystals. 

A simple set of ordinary differential equations 
governing the evolution of a vortex, including finite 
beam effects, has been derived and excellent agree- 
ment has been obtained between this reduced system 
and the full 3D simulations. 

Optical vortices appear to be stable in many pas- 
sive and active systems. The results presented here 
underpin current and future studies of their role in 
higher-order systems where cavities, laser gain and 
other effects are taken into consideration. 

Since the vortex appears to be a robust structure 
in so many 3D optical systems, it is interesting to 
speculate on their possible utilisation in information 
processing. Such operations as the selection or “pin- 
ning” of single vortex or pattern of vortices, maybe 
in an analogous manner to that of spatial solitons 
[ 141, to effect a memory device or vortex coding in 
a transmission system may be conceived. 
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